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#### Abstract

We analyze the bright soliton interactions of a Bose-Einstein condensate in quasi-one-dimensional traps putting an emphasis on integrability break down due to a trapping potential. In particular, we derive a simple analytical model, which describes well all major features of soliton dynamics including chaos and energy exchange between interacting solitons induced by the trapping potential.
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## I. INTRODUCTION

Bose-Einstein condensation (BEC) was first observed in 1995 in a series of remarkable experiments on vapors of rubidium [1] and sodium [2]. Later BEC of lithium [3] and hydrogen [4] was also demonstrated. These discoveries initiated an avalanche of further works dealing both with experimental and theoretical aspects of BEC (see the recent review [5]). Soon after the first experimental observations of the BEC phenomenon it was realized that coherent dynamics of the condensate wave function may lead to the formation of bright [6], dark [7], and vortex [8] solitons-self-localized formations of increased (bright) or decreased (dark or vortex) wave function density.

However, theoretical studies of soliton dynamics in BECs were usually limited to investigation of single soliton evolution under the influence of external fields and perturbations (see, e.g., Ref. [6]) or to analysis of weakly nonlinear (low BEC density) case where generalized versions of the standard linear coupled-mode theory hold (see, e.g., $[9,10]$ ). We would like to go far beyond this analysis and present a consistent analytical approach for studying long-term evolution of interacting solitons in dense (strongly nonlinear) condensates. In this paper we start with the simplest case of onedimensional bright BEC solitons, developing a full-scale analytic model and comparing its predictions with direct numerical modeling. In particular, we discover the existence of stable two-soliton bound states (bisolitons) and observe dynamical chaos caused solely by soliton interactions in a stationary trap.

The rest of the paper is organized as follows: in Sec. II we start with the Gross-Pitaevskii equation and derive a soliton interaction ordinary differential equation (ODE) system; in Sec. III we investigate the static properties and stability of stationary bisoliton states; in Sec. IV we suggest the modified ODE system to describe the long-term dynamics of interacting (colliding) solitons; in Sec. V this model is used to quantify the energy exchange between the colliding solitons and subsequent development of chaos; finally, Sec. VI contains conclusions and discussion.

## II. BASIC MODEL

We consider the macroscopic dynamics of BEC in a strongly anisotropic trapping potential $\widetilde{V}=\widetilde{V}(x, y / \mu, z / \mu)$,
where $\mu \ll 1$ is the anisotropy parameter. Such a potential forms a cigar-shaped trap oriented along the $x$ direction. In this case the collective dynamics may be described by the one-dimensional Gross-Pitaevskii (GP) equation. Details of the derivation and normalization are very similar to that found in Ref. [6]. The ( $1+1$ )-dimensional macroscopic dynamics of the condensate wave function is governed by the equation:

$$
\begin{equation*}
i \frac{\partial \psi}{\partial t}+\frac{\partial^{2} \psi}{\partial x^{2}}+\lambda|\psi|^{2} \psi-V(x) \psi=0 \tag{1}
\end{equation*}
$$

where the nonlinearity parameter $\lambda$ is defined as $\lambda=$ $-2 N a a_{l} / a_{0}^{2}$. In this definition $N$ is the number of particles trapped in a BEC state, $a$ is the ground state scattering length, $a_{0}$ and $a_{l}$ are condensate sizes (without selfinteraction) in transverse ( $y, z$ ) and longitudinal ( $x$ ) directions, respectively. [The transverse directions $y$ and $z$ have been integrated out in obtaining the GP equation (1).] The parameter $\lambda$ is positive for condensates with self-attraction (negative scattering length; this regime was observed for BEC in lithium [12]). The specific form of trapping potential $V(x)$ depends on the details of the experimental setup.

We note that for validity of the quasi-one-dimensional approximation (1), the condition $a_{0} \sqrt{a_{l}} / \sqrt{8 \pi N|a|}>a_{0}$ (i.e., healing length is larger than the transverse size of the trap) should be satisfied. Taking this requirement into account and choosing sample parameter values as $a=-1.45 \mathrm{~nm}$ (as for ${ }^{7} \mathrm{Li}$ ) and $a_{0}=1.0 \mu \mathrm{~m}$, we estimate the physical range of our nonlinear parameter as $\lambda>7.0 \times 10^{-5} N^{2}$. We note that, in principle, there are two ways to reduce the effective value of $\lambda$ to relatively small values $|\lambda| \sim 1$ : (i) using a magnetic-field-induced Feshbach resonance technique of Ref. [13] to reduce the scattering length parameter $a$ or (ii) simply working with very low BEC densities (small number $N$ of trapped atoms in a BEC state). However for typical BEC experiments $\left(a \sim 1.0 \mathrm{~nm}, N>10^{3}\right)$ the nonlinear parameter is large $\left(\lambda \sim 10^{2}-10^{4}\right)$.

Although Eq. (1) is not integrable analytically, it possesses two important integrals of motion, which we will refer to as energy:

$$
\begin{equation*}
E=\int_{-\infty}^{\infty}\left\{\left|\frac{\partial \psi}{\partial x}\right|^{2}+V(x)|\psi|^{2}-\frac{1}{2} \lambda|\psi|^{4}\right\} d x \tag{2}
\end{equation*}
$$

and mass:

$$
\begin{equation*}
Q=\int_{-\infty}^{\infty}|\psi|^{2} d x \tag{3}
\end{equation*}
$$

Equation (1) without an external potential [i.e., for $V(x)$ $\equiv 0$ ] is an integrable model [14] and its one-soliton solutions may be presented in the form,

$$
\begin{equation*}
\psi(x, t)=\widetilde{\psi}(x-C t, t) e^{i \beta t} \tag{4}
\end{equation*}
$$

where $C$ and $\beta$ are soliton velocity and energy level, respectively, and complex stationary, i.e., $t$ independent, onesoliton solutions $\widetilde{\psi}$ are given by

$$
\begin{equation*}
\widetilde{\psi}(\beta, C, \tilde{x})=\frac{\sqrt{2 \widetilde{\beta}}}{\sqrt{\lambda}} \operatorname{sech}(\sqrt{\widetilde{\beta}} \tilde{x}) e^{i C \tilde{x} / 2} \tag{5}
\end{equation*}
$$

where $\widetilde{\beta} \equiv \beta-C^{2} / 4, \tilde{x} \equiv x-C t$. If $\lambda \gg 1$, solitons given by Eqs. (5) can be used as a initial conditions in numerical analysis of soliton collisions and as zero-order approximations for construction of asymptotic interaction theory. In the analysis below, we choose $\widetilde{\beta}=\lambda^{2} / 16$ effectively normalizing the mass invariant (3) to unity for a single soliton (4). Note, that the total mass value may be different from $Q=1$ if we have more than one single soliton, e.g., it takes the value $Q=2$ for a bisoliton analyzed in the next section.

Using the methods of Ref. [15] we can derive a general system of ODEs for the soliton parameters, describing the adiabatic interaction of two almost identical BEC solitons in an external trap. This is based on two major assumptions that (i) the relative distance $r$ between solitons is large in comparison to their size $(r \gg 1 / \lambda$, the approximation of wellseparated solitons) and (ii) relative soliton velocity $\Delta C$ $\equiv C_{2}-C_{1}$ is small ( $\Delta C \ll 1$ ). Below we give an outline of the derivation procedure omitting the technical details (for a similar detailed derivation see, e.g., Ref. [16]). An alternative approach to the description of soliton interaction was used in Ref. [17].

We take two well-separated one-soliton solutions of Eq. (1) as the zeroth approximation of a nonstationary twosoliton solution. In other words we look for a solution of Eq. (1) in the form

$$
\begin{align*}
\psi \equiv & \psi_{1}+\psi_{2}=\widetilde{\psi}_{1}\left(x-x_{1}, T\right) \exp \left(i \phi_{1}\right) \\
& +\widetilde{\psi}_{2}\left(x-x_{2}, T\right) \exp \left(i \phi_{2}\right), \tag{6}
\end{align*}
$$

where subscripts 1 and 2 refer to first and second soliton respectively, $T \equiv \varepsilon t(\varepsilon \ll 1)$, and $\phi_{i}$ and $x_{i}$ are soliton phases and center positions given by

$$
\begin{align*}
\phi_{i} & =\int_{0}^{T} \beta_{i}\left(T^{\prime}\right) d T^{\prime}+\phi_{i}^{(0)}, \\
x_{i} & =\int_{0}^{T} C_{i}\left(T^{\prime}\right) d T^{\prime}+x_{i}^{(0)} \tag{7}
\end{align*}
$$

where $i=1,2$, and $\phi_{i}^{(0)}$ and $x_{i}^{(0)}$ are constants that define the initial soliton positions and phases. Note that we allow all internal parameters of both solitons (i.e., $\beta_{1}, \beta_{2}, C_{1}$, and $C_{2}$ ) to depend on a slow variable $T$. Then we look for an asymptotic two-soliton solution of Eq. (1) in the form of an infinite series with $\varepsilon$ being a small parameter of the asymptotic procedure. This approach is self-consistent only if certain compatibility conditions are satisfied. These compatibility conditions lead to a system of ordinary differential equations that is much simpler than the original model (1), but is still too complex to provide immediate physical insight. However, this system can be simplified further using additional assumptions.

Let us consider two almost identical solitons, which also have opposite initial velocities. In other words, initially $C_{1}$ $=-C_{2}$. Using these assumptions we can obtain the following analytical system for adiabatically changing soliton parameters:

$$
\begin{gather*}
-2 \frac{\partial Q_{1}}{\partial \beta_{1}} \ddot{\phi}_{1}+\frac{\partial U}{\partial \phi_{1}}=0, \\
-2 \frac{\partial Q_{2}}{\partial \beta_{2}} \ddot{\phi}_{2}+\frac{\partial U}{\partial \phi_{2}}=0, \\
Q_{1} \ddot{x}_{1}+\frac{\partial U}{\partial x_{1}}+2 Q_{1} \frac{d V\left(x_{1}\right)}{d x_{1}}=0,  \tag{8}\\
Q_{2} \ddot{x}_{2}+\frac{\partial U}{\partial x_{2}}+2 Q_{2} \frac{d V\left(x_{2}\right)}{d x_{2}}=0,
\end{gather*}
$$

where $\phi_{j}(t)$ and $x_{j}(t)$ denote soliton phases and center positions and the potential $U$ can be written in terms of soliton overlap integrals as

$$
\begin{equation*}
U=-2 \lambda \cos \phi \operatorname{Re} \int_{-\infty}^{\infty}\left(\left|\widetilde{\psi}_{1}\right|^{2} \widetilde{\psi}_{1} \widetilde{\psi}_{2}^{*}+\left|\widetilde{\psi}_{2}\right|^{2} \widetilde{\psi}_{2} \widetilde{\psi}_{1}^{*}\right) d x \tag{9}
\end{equation*}
$$

where $\phi \equiv \phi_{2}-\phi_{1}$ is the phase difference between two solitons. In the following we will use the normalization conditions $Q_{1}=Q_{2} \equiv 1 \quad\left(\beta_{1}=\beta_{2}=\lambda^{2} / 16\right)$. Then the potential $U$ may be approximated as

$$
\begin{equation*}
U(\phi, r)=-\lambda^{2} \cos \phi e^{-\lambda|r| / 4} \tag{10}
\end{equation*}
$$

where $r \equiv x_{2}-x_{1}$.
System (8) may be simplified further by the standard exchange of absolute phase variables $\phi_{i}$ for a relative phase variable $\phi$ :

$$
\begin{gather*}
M_{\phi} \ddot{\phi}+\frac{\partial U}{\partial \phi}=0, \\
M_{x} \ddot{x}_{1}+\frac{\partial U}{\partial x_{1}}+2 M_{x} \frac{d V}{d x_{1}}=0, \tag{11}
\end{gather*}
$$

$$
M_{x} \ddot{x}_{2}+\frac{\partial U}{\partial x_{2}}+2 M_{x} \frac{d V}{d x_{2}}=0
$$

where the "phase mass" $M_{\phi}$ is defined by the equation

$$
\begin{equation*}
-2 M_{\phi}^{-1}=\left(\frac{\partial Q_{1}}{\partial \beta_{1}}\right)^{-1}+\left(\frac{\partial Q_{2}}{\partial \beta_{2}}\right)^{-1} \tag{12}
\end{equation*}
$$

Taking into account the normalization we have $M_{x}=Q_{1}$ $=Q_{2}=1$ and $M_{\phi}=-8 / \lambda^{2}$.

## III. STATIONARY BISOLITON

First, we investigate the stationary case considering two solitons with equal amplitudes (and masses). As follows from system (11) a stationary solution requires the following conditions to be satisfied

$$
\begin{gather*}
\frac{\partial U}{\partial \phi}=0 \\
\frac{d V}{d x_{1}}+\frac{d V}{d x_{2}}=0,  \tag{13}\\
\frac{d V}{d x_{1}}-\frac{d V}{d x_{2}}=\frac{\partial U}{\partial r} .
\end{gather*}
$$

From the first of these equations and Eq. (10) it is easy to find the stationary values of phase difference $\phi_{0}=0, \pi$. The interaction of solitons is attractive for $\phi_{0}=0$ and repulsive for $\phi_{0}=\pi$. System (13) has no solutions for $V(x) \equiv 0$; therefore two interacting solitons cannot form a stationary solution of the GP equation in free space [18]. However, in the presence of a confining potential the balance of external forces and of mutual repulsion can lead to the existence of a stationary two-soliton (bisoliton) solution of the GP equation (1).

Let us suppose that stationary distance between the centers of solitons $r_{0} \ll D$, where $D$ is the characteristic length of the potential $V(x)$. Near the minimum of the potential $V_{\text {min }}$ $=V\left(x_{0}\right)$

$$
\begin{equation*}
\frac{d V}{d x_{1}} \approx-\frac{h r}{2}, \quad \frac{d V}{d x_{2}} \approx \frac{h r}{2} \tag{14}
\end{equation*}
$$

where $h=d^{2} V / d x^{2}$ at $x=x_{0}$. Then the second equation in the system (13) is automatically satisfied and the third equation yields

$$
\begin{equation*}
h r=-\frac{\partial U}{\partial r} \tag{15}
\end{equation*}
$$

The linearization of system (11) about the stationary solution $\phi=\phi_{0}, x_{1}=-r_{0} / 2$, and $x_{2}=r_{0} / 2$ yields

$$
\begin{equation*}
\Delta \ddot{\phi}=-\Omega^{2} \Delta \phi, \quad \Delta \ddot{x}_{i}=-\omega^{2} \Delta x_{i} \tag{16}
\end{equation*}
$$

where $\Delta \phi=\phi-\phi_{0}, \Delta x_{i}=x_{i}-x_{0}, \Omega^{2}=\lambda^{2} U\left(\phi_{0}, r_{0}\right) / 8, \omega^{2}$ $=2 h$, and $i=1,2$. Taking into account Eq. (10) we can see
that for $\phi=\pi$ and for a potential with a minimum $(h>0)$ bisoliton state is always stable. Quantitative details of stationary bisoliton structure may be also obtained using the system (11). To demonstrate the effectiveness of our analytic tools we make detailed calculations for the bisoliton family trapped due to the harmonic potential $V(x)=x^{2} / 2$. For such a potential the value of $r_{0}$ is given by

$$
\begin{equation*}
R=\frac{\lambda^{4}}{32} \frac{\sinh R}{\cosh ^{2} R} \tag{17}
\end{equation*}
$$

where $R=\lambda r_{0} / 4$.
It is straightforward to show that Eqs. (11) can be presented in a standard Hamiltonian form with an explicit expression for the Hamiltonian (energy) function:

$$
\begin{equation*}
H=p_{1}^{2}+p_{2}^{2}-\frac{\lambda^{2}}{8} p_{\phi}^{2}+\frac{1}{2} U(\phi, r)+V\left(x_{1}\right)+V\left(x_{2}\right) . \tag{18}
\end{equation*}
$$

The energy of the stationary state is given by the expression

$$
\begin{equation*}
E=\frac{r_{0}^{2}}{4}+\frac{\lambda^{2}}{4 \cosh R} . \tag{19}
\end{equation*}
$$

It should be noted that the energy functional of two solitons in free space at $r_{0} \rightarrow \infty$ tends to a nonzero value, namely,

$$
\begin{equation*}
E_{0}(\lambda)=-\frac{\lambda^{2}}{24} \tag{20}
\end{equation*}
$$

The properties of the stationary bisoliton solution may be also analyzed by a variational approach. We choose the trial function in the form of the direct sum of two free-space solitons with $\pi$ relative phase shift:

$$
\begin{equation*}
\Phi(x, \lambda ; a)=C\left(\frac{1}{\cosh z_{+}}-\frac{1}{\cosh z_{-}}\right) \tag{21}
\end{equation*}
$$

where $a$ is a variational parameter, corresponding to half separation between the centers of solitons, $C^{2}$ $=\lambda \sinh R / 8(\sinh R-R)$ is the normalization constant, $R$ $=a \lambda / 2$, and $z_{ \pm}=\lambda(x \pm a) / 4$. After the substitution of this trial function Eq. (2) and integration over $x$, it is easy to find the energy functional $E_{v}(a)$. The condition of extremum $d E_{v} / d a=0$ yields the transcendental equation for variational parameter $a_{e x}$. Then the value of $E_{v}\left(a_{e x}\right)$ can be also obtained.

We used both analytical approaches to find the dependencies $R(\lambda)$ and $E(\lambda)$. These dependencies were also compared with the direct numerical results.

It can be seen from Figs. 1 and 2 that for $\lambda \gg 1$ the agreement between the analytical and numerical calculations is excellent, which supports the validity of both analytical approaches. In addition, we confirmed dynamical stability of stationary bisolitons by direct modeling of the GP equation (1) for few types of the external trapping potential $V(x)$. It appears that bisolitons may be stable with respect to strong perturbations.


FIG. 1. Dependence of scaled intersoliton distance $R$ vs nonlinearity parameter $\lambda$. Solid line corresponds to the direct numerical results, crosses-to the prediction of VA, filled circles denote the roots of Eq. (17).

Finally we would like to note that we also investigated the stability of dynamical (quasiperiodical) two-soliton structure, which, in contrast to stationary bisoliton considered above, depends on both $x$ and $t$. This nonstationary soliton solution is well known for the GP equation with $V(x) \equiv 0$ (see, e.g., Refs. [20,21]). For this integrable case such a solution is periodic in $t$ and may be expressed as a complex fractional structure of hyperbolic and trigonometric functions. Any perturbation, e.g., higher-order nonlinear corrections (see, e.g., Ref. [22] for an example) or nonzero $V(x)$ will break the integrability of free-space GP equation and make the twosoliton structure quasiperiodic due to emission of small amplitude radiation. Note, however, that some perturbations lead to quasistable evolution regime (slow decay of quasiperiodic soliton towards a single stationary soliton as in Ref. [22]), whereas other types of perturbations may lead to fast instability development and split into two nonequal solitons [23]. Our numerical analysis has shown that in all analyzed


FIG. 2. Dependence of the bisoliton energy $E$ vs nonlinearity parameter $\lambda$. Solid line corresponds to the direct numerical results, crosses-to the prediction of VA $E_{v}\left(a_{e x}\right)$, filled circles-to the results of ODE model approximation $E+E_{0}$ [see Eqs. (19),(20)].
cases with nonzero potential $V(x)$ the later scenario takes place. Thus, the quasiperiodical nonstationary bisoliton proves to be an unstable formation and decays into two unbound interacting solitons.

## IV. REDUCED MODEL

Now we pass on to the study of dynamical soliton interactions in an external potential field. For studying this case we shall transform the system of equations (8) into a phenomenological model that will serve our purposes far beyond the limits of validity of the original equations.

It is well known that although the model of the potential interaction (10) is derived from the assumption of wellseparated and slowly moving solitons, it is applicable to the description of soliton collisions in free space, where it describes correctly the spatial displacements and the phase shift of colliding-that is, spatially overlapping at some timesolitons [15]. Still the system (8) is unacceptable for description of the colliding solitons in the presence of the external potential $V(x) \sim 1$. Although during the collision of solitons with $\lambda \gg 1$ their interaction prevails over the external forces, the alterations of motion of the soliton centers induced by the external potential, albeit small, eventually turn into large corrections to values of phases and finally violate the conservation of the energy of the system.

There are two noticeable ways to bypass this difficulty. The first one is to improve the derivation of the system of ODE to include terms of higher orders in $\lambda^{-1}$. Although the way to proceed to higher orders of the perturbation theory is known [19], it does not promise to be effective since the main problem is the extrapolation of the equations that are based on the supposition of weak interaction of solitons to the domain of strong interaction. We use an alternative approach that is described below.

The analysis of system (11) shows that for the collision of the solitons in the free space with relative velocities $v \sim 1$ almost at any values of the initial phase $\phi_{0}$ apart from some small interval $\left|\phi_{0}\right| \lesssim \lambda^{-2}$, the phase difference $\phi$ at the moment of the closest approach of the solitons reaches the value $\phi=\operatorname{sgn}\left(\phi_{0}\right) \pi$. Thus nearly for any initial conditions the interaction of colliding solitons eventually has the character of strong repulsion.

Therefore it is possible to neglect the evolution of the phase difference altogether, to ascribe the phase the constant value $\phi=\pi$, and to reduce the model to the system with two degrees of freedom with the equations of motion

$$
\begin{align*}
& \ddot{x}_{1}+\frac{\partial U_{\pi}}{\partial x_{1}}+2 \frac{d V}{d x_{1}}=0 \\
& \ddot{x}_{2}+\frac{\partial U_{\pi}}{\partial x_{2}}+2 \frac{d V}{d x_{2}}=0 \tag{22}
\end{align*}
$$

where

$$
\begin{equation*}
U_{\pi}(r)=U(\pi, r)=\lambda^{2} e^{-\lambda|r| / 4} \tag{23}
\end{equation*}
$$



FIG. 3. Dynamics of two interacting solitons within a double well potential. Top and bottom figures are contour plots in soliton amplitude showing the numerical solution of the PDE (1) for the standard set of parameters (see text) with $\phi=\pi / 2$ and $\phi=\pi$, respectively. The middle figure is the solution of the reduced (phase independent) ODE system (22) with the same initial conditions. The bold lines represent the trajectory of the soliton centers.

In Fig. 3 we plot the motion of two solitons of the system with the nonlinearity parameter $\lambda=100$ and the initial conditions $x_{1}=0.3, x_{2}=1.0, \dot{x}_{1}=0.0, \dot{x}_{2}=0.6$ in the external strongly nonlinear potential of the double well

$$
\begin{equation*}
V(x)=-\frac{x^{2}}{2}+\frac{x^{4}}{4} . \tag{24}
\end{equation*}
$$

In what follows this case will be the called standard set of parameters. We note in passing that the properties of solutions of the nonlinear Schrodinger equation (NLS) in the external double-well potential for moderate values of the nonlinearity parameter $\lambda \sim 1$, that permit us to use the approximation of coupled modes, recently became the object of intensive studies for stationary [9] as well as for nonstationary $[10,11]$ cases.

The top and bottom graphs in Fig. 3 were obtained by direct numerical solution of the Eq. (1), where the initial conditions $(t=0)$ were taken in the form of the direct sum of two (separated) free-space single soliton solutions (4). The corresponding parts of Fig. 3 are contour plots of the soliton density $|\psi|^{2}$; the boundary contours correspond to $40 \%$ of the maximum density. In solving this equation numerically we have employed the standard split step Fourier or beam propagation method (BPM). By using a grid with 512 points, a transverse step size $\delta x \approx 7.8 \times 10^{-3}$, and a propagation step size $\delta t=5 \times 10^{-6}$ the method conserves the mass $Q$ to $10^{-6}$ accuracy. Choosing the mass of the exact one soliton to be normalized to one fixes the internal soliton parameter $\beta$ $=\lambda^{2} / 16$. As we wish to consider the case of $\lambda \gg 1$ and therefore large $\beta$, a small $\delta t$ was chosen to contend with the fast phase rotation a large $\beta$ causes in the modeling. The middle graph plotted is the numerical solution of the system (22).

The comparison of graphs shows that the discrepancies between the evolution of centers of solitons become noticeable only after the elapse of considerable amount of time. In our example, one of the solitons from the pair with $\phi=\pi$ crosses the symmetry line of the potential at $t=18$, whereas in the pair with $\phi=\pi / 2$ it reflects from the central hill of the potential at this moment. However, for the purposes we are going to use our system (22) the exact detailed form of the trajectory is not important; furthermore, in a sense it is inaccessible for reasons that are discussed in the following paragraph.

## V. CHAOS AND ENERGY EXCHANGE

The apparent irregularity of motion, which is observable in Fig. 3, suggests its chaotic character. The reduced system (22) belongs to the class of Hamiltonian autonomous systems with two degrees of freedom, with Cartesian coordinates $x_{1}$ and $x_{2}$ and appropriate canonically conjugate momenta, that describes motion in some static potential $W\left(x_{1}, x_{2}\right)$. Although a member of this class, the famous Henon-Heiles model [24], served as the foundation of one of the paradigms of modern chaotic dynamics, very little attention (if any) has been paid to systems with a potential of the form $V\left(x_{1}\right)+V\left(x_{2}\right)+U\left(\left|x_{1}-x_{2}\right|\right)$ that we deal with here.

Chaotic motion of a system of two particlesinfinitesimal rigid balls-in a uniform gravitational field above a rigid floor was studied in Ref. [25]. The range of the interaction potential in this model is exactly zero; that leads to essential differences from our case: in particular, the model becomes trivial in the case of equally massive par-


FIG. 4. Poincaré section of particle moving in a double well potential with position $x_{2}$ and velocity $\dot{x}_{2}$ at moments when the other particle is about to enter the right hand well (i.e., $x_{1}=0$ and $\dot{x}_{1}>0$ ).
ticles. Next, the chaotic motion of two interacting particles was extensively studied in the context of the problem of behavior of two particles in a Paul trap [26-28]. However, this system is usually treated by use of dissipative nonautonomous models, that differ qualitatively from our case.

To qualify the motion as chaotic, one needs to study the evolution of the system for very long times. In Fig. 4 we plotted the projection of the phase trajectory with standard initial conditions on the Poincare section. The values of coordinate $x_{2}$ and velocity $\dot{x}_{2}$ of the right particle are taken at the moments when the left particle had the coordinate $x_{1}$ $=0$ and positive velocity, $\dot{x}_{1}>0$. It is seen that the trajectory belongs to a chaotic component that covers most of the accessible phase space.

The Lyapunov exponent $\sigma$ was calculated for this component and was found to be $\sigma=0.18 \pm 0.01$.

In Fig. 5 we plotted the relative autocorrelation function of velocity $v=\dot{x}$ of one of the particles,

$$
\begin{equation*}
B_{v}(\tau)=\overline{v(t+\tau) v(t)}\left[\overline{v^{2}(t)}\right]^{-1} \tag{25}
\end{equation*}
$$

along with the dependence given by the interpolation formula

$$
\begin{equation*}
\widetilde{B}_{v}(\tau)=(1+\tau)^{-\nu} \cos (\omega \tau) \tag{26}
\end{equation*}
$$

The agreement of numerical points with Eq. (26) strongly implies the power law decay of the correlations.

The system of two particles with repulsive interaction moving in a one-dimensional confining potential resembles the well-known Fermi accelerator-a particle moving in the one-dimensional box with an oscillating wall [29]. In our case each particle could be viewed as a sort of oscillating wall with respect to its neighbor. This analogy suggests more detailed study of the process of energy exchange.

Let's consider a general problem of one-dimensional finite motion of two particles of equal masses $m_{1}=m_{2}=1$ and


FIG. 5. Relative autocorrelation function of velocity $B_{v}(\tau)$. Triangles are the points calculated numerically from system (22). Solid line is given by the interpolation formula (26) with the best fit parameters $\nu=0.568$ and $\omega=0.710$.
coordinates $x_{1}$ and $x_{2}$. The particles are subjected to an external potential $V\left(x_{1}\right)=V\left(x_{2}\right)$ and their interaction is described by the potential $U\left(\left|x_{1}-x_{2}\right|\right)$. The interaction potential is assumed to be rapidly (e.g., exponentially) vanishing for $\left|x_{1}-x_{2}\right| \gtrsim d$ and the interaction range $d$ is assumed to be small in comparison with the characteristic length $D$ of motion in the external potential. Since $d \ll D$, the motion could be described as independent oscillations of two particles in the external potential that are, from time to time, interrupted by rapid collisions.

At first let's consider the collisions in the absence of the external field. The equation of motion for the distance between the particles $r=x_{1}-x_{2}$ is

$$
\begin{equation*}
\ddot{r}=-2 \frac{d U(r)}{d r} . \tag{27}
\end{equation*}
$$

It has the first integral of energy $E_{r}=\dot{r}^{2} / 2+2 U(r)$.
A quantity that we need for the following is the difference of time that is spent by colliding particles in the range of the length $A \gtrdot d$ in the absence of the interaction $[U(r) \equiv 0]$ and in its presence. For the interaction rapidly vanishing at large $r$ this difference has a finite limit for $A \rightarrow \infty$ that we shall call the time shift $\tau$.

Two cases of collisions must be distinguished. In the first one the relative distance $r$ changes its sign during the collision. This $T$ case ( $T$ for ' 'transmission'') corresponds to attractive $[U(r)<0]$ or weak repulsive $\left[0<U(r)<E_{r} / 2\right]$ interactions. For the $T$ case

$$
\begin{equation*}
\tau=\int_{-\infty}^{\infty}\left[\frac{1}{v}-\frac{1}{\sqrt{v^{2}-4 U(r)}}\right] d r \tag{28}
\end{equation*}
$$

where $v=\sqrt{2 E_{r}}$ is the magnitude of the relative velocity of infinitely separated particles. From Eq. (28) it is easy to see that $\tau>0$ for attractive and $\tau<0$ for weakly repulsive interactions.

In the second case the relative distance $r$ retains its sign. This $R$ case ( $R$ for 'reflection') corresponds to the strong repulsive interaction, when $E_{r}<\max 2 U(r)$. For the $R$ case

$$
\begin{equation*}
\tau=\int_{-\infty}^{0} \frac{2}{U} d r-\int_{-\infty}^{r_{*}} \frac{2}{\sqrt{v^{2}-4 U(r)}} d r \tag{29}
\end{equation*}
$$

where the turning point $r_{*}$ is defined by the minimal root of the equation $v^{2}-4 U\left(r_{*}\right)=0$. For the exponential potential (10) the time shift is

$$
\begin{equation*}
\tau=\frac{16}{\lambda v} \ln \frac{\lambda}{v} \tag{30}
\end{equation*}
$$

It is positive for small $v$, changes its sign at $v=\lambda$ and remains negative to the limit of strong repulsion. This pattern of behavior is typical for any repulsive potential with a single extremum. We note in passing that for large $\lambda$ and moderate $v \leqq 1$ the time shift $\tau$ is much larger than the collision time $\theta$, that for the exponential potential (10) is about $\theta \sim 16 / \lambda v$.

Let's denote the (asymptotic) values of the partial energies of the particles $E_{i}(t)=\dot{x}_{i}^{2} / 2$ before and after the collision as $E_{i}^{-}$and $E_{i}^{+}$, respectively. In the absence of the external field in the $T$ case the asymptotic values of energy of each particle is conserved,

$$
\begin{equation*}
E_{1}^{+}-E_{1}^{-}=0, \quad E_{2}^{+}-E_{2}^{-}=0 \tag{31}
\end{equation*}
$$

whereas in the $R$ case the particles exchange their energies,

$$
\begin{equation*}
E_{2}^{+}-E_{1}^{-}=0, \quad E_{2}^{-}-E_{1}^{+}=0 \tag{32}
\end{equation*}
$$

The external potential violates these conservation laws. The description of energy exchange could be simply given with the assumption that the external potential $V$ is slowly varying in comparison with the interaction potential $U$. Then in the first approximation the external forces acting on each particle might be assumed equal and described by a constant (uniform) force $F$ at the "point'" of collision:

$$
\begin{equation*}
-\frac{d V\left(x_{1}\right)}{d x_{1}} \simeq-\frac{d V\left(x_{2}\right)}{d x_{2}} \simeq F . \tag{33}
\end{equation*}
$$

With this assumption the equations of motion for the interparticle distance $r$ and for the coordinate of the center of mass $s=\left(x_{1}+x_{2}\right) / 2$ are independent,

$$
\begin{equation*}
\ddot{r}=-2 \frac{d U(r)}{d r}, \quad \ddot{s}=F, \tag{34}
\end{equation*}
$$

and could be integrated. The partial energies of the particles are now defined as $E_{i}(t)=\dot{x}_{i}^{2} / 2-F x_{i}$. The Eqs. (34) permit us to find the change of energy induced by the external potential. In the $T$ case

$$
\begin{equation*}
E_{1}^{+}-E_{1}^{-}=\Delta E=E_{2}^{-}-E_{2}^{+} \tag{35}
\end{equation*}
$$

and in the $R$ case


FIG. 6. Time dependence of the energy of solitons at the standard set of parameters (see text). Scattered small dots are taken from the numerical solution of the $\operatorname{PDE}$ (1), with $\phi=\pi / 2$, solid lines-from the solution of the ODE system (22), large dots-from the model of rigid rods, Eq. (38).

$$
\begin{equation*}
E_{1}^{-}-E_{2}^{+}=\Delta E=E_{2}^{-}-E_{1}^{+} \tag{36}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta E=\frac{\dot{r}}{2} F \tau \tag{37}
\end{equation*}
$$

Equation (37) states that as a result of the collision in the accelerating field ( $F>0$ ) with $\tau>0$ the left particle (for the $T$ case-the one that was on the left before the collision) receives an additional increment in energy.

The method that we described above is asymptotically exact in the limit of large $\lambda$; however, it is insufficiently accurate for the standard set of parameters, that was chosen with regard to the possibility of numerical integration of the partial differential equation (PDE) (1). In this case the interaction range $d=8 \lambda^{-1} \ln (32 / \lambda v) \approx 0.4$ is not small in comparison with the characteristic length of the potential $D \approx 1$. In five collisions out of six that could be seen in Fig. 3, at the moments of closest approach, external forces acting on the particles have different signs. That rules out the applicability of the approach based on assuming the validity of Eq. (33).

Another view on the energy exchange could be derived from the observation that the interaction potential $U_{\pi}(r)$ in Eq. (23) is rather steep, and the interacting particles could be replaced by rigid rods (one-dimensional balls) of radius $d$. The collision of rigid rods in the external potential leads to the exchange of kinetic energies of the particles. That yields

$$
\begin{equation*}
\Delta E=V\left(x_{1}\right)-V\left(x_{2}\right), \tag{38}
\end{equation*}
$$

where values of $x_{i}$ are taken at the moment of collision. Since for the collision of rigid rods $\tau=2 d / \dot{r}$, for the case of uniform field Eqs. (37) and (38) produce the same result $\Delta E=F d$.

In Fig. 6 the values of partial energies of solitons calculated numerically from the GP equation using the BPM described earlier are plotted by scattered small points. The Gal-
ilean invariance of Eq. (1) gives ' moving ' solitons and the velocity $\dot{x}_{i}$ of the $i$ th soliton can be calculated as

$$
\begin{equation*}
\dot{x}_{i}=2 \frac{\partial}{\partial x}\left\{\arctan \left[\frac{\operatorname{Im} \tilde{\psi}}{\operatorname{Re} \tilde{\psi}}\right]\right\} \tag{39}
\end{equation*}
$$

at the center of the soliton $x_{i}$. Then the partial energies were calculated as $E_{i}(t)=\dot{x}_{i}^{2} / 2+2 V\left(x_{i}\right)$.

Solid lines show the time dependency of partial energies of the particles found from the system (22). Large points indicate values of the partial energy of the most energetic particle calculated from Eq. (38). The agreement of this estimate with numerical values is somewhat qualitative (the relative error in $\Delta E$ is about $30 \%$ ), as expected. The model of rigid balls is based on the small value of the parameter $\epsilon$ that gives the ratio of average magnitude of the external forces $\langle | F\rangle$ to the maximal force of interaction max $| d U / d r \mid$. For the standard conditions $\langle | F\rangle \approx 0.8$ and $\max | d U / d r \mid$ $=\lambda v^{2} / 16 \approx 6$, thus $\epsilon \sim 0.1$.

## VI. DISCUSSION AND CONCLUSIONS

In this paper, starting from the substitution of two-soliton solution into Gross-Pitaevskii equation (1), we have found that if we are interested in the evolution of the spatial position of solitons in the external potential, the phenomenological model with two degrees of freedom (22) can be used with reasonably high accuracy. It is instructive that the more advanced system with three degrees of freedom (11), which works perfectly well for analysis of multisoliton stationary structures and their stability, becomes inadequate in describing the long-term soliton interaction dynamic. This somewhat paradoxical situation could be explained by the level of approximation: the equations of motion that we used have ignored the modification of the evolution of phases by the external potential. The derivation of equations that will be able to describe the evolution of soliton phases (as well as
coordinates) in the external field demands the development of the analytical model established in Sec. II to higher orders of the perturbation theory and remains a challenging problem. This derivation would remove the necessity for another simplifying assumption used to obtain the model (11), namely that masses of interacting solitons $Q_{i}$ are invariant in the course of their evolution. In fact, the numerical solution of the PDE (1) shows that each collision of solitons leads to some exchange of masses between them, on the order of magnitude of $\Delta Q / Q \sim 10^{-3}$.

Importantly the study of the system (22) revealed a chaotic nature of motion. Although the model belongs to a wellstudied class, it has rather specific features. The specifics of this system partly come from the presence of three characteristic time scales: duration of the particle collisions $\theta$ $\sim 16 / \lambda v$, time shift $\tau \sim 16 / \lambda v \ln (\lambda / v)$ and a typical time between the collisions $T \sim 2 \pi$, and, correspondingly, three characteristic length scales: soliton width $\delta \sim 4 / \lambda$, range of interaction $d \approx 8 \lambda^{-1} \ln (2 \lambda / v)$, and characteristic width of the potential well $D \sim 1$. The theory of the energy exchange between the solitons colliding in the external field that was sketched in Sec. V is exact in the limit $\lambda \rightarrow \infty$ and can be used to study the final (long-term) distribution of the partial energies of solitons for fixed total value of the energy of the system. This work is currently in progress.

## ACKNOWLEDGMENTS

The authors appreciate valuable discussions with Yu. S. Kivshar, B. A. Malomed, E. A. Ostrovskaya, N. Robins, H. Sidhu, and D. V. Skryabin. They also acknowledge support from the Australian Research Council. One of the authors (P.V.E.) also acknowledges support from the education and science center 'Fundamental Optics and Spectroscopy"' (in the frame of the program 'Integration', of Russian Federation) and by the Russian Federal Grant No. 96-15-96476 for the support of outstanding scientific schools.
[1] M.H. Anderson, J.R. Ensher, M.R. Matthews, C.E. Wieman, and E.A. Cornell, Science 269, 198 (1995).
[2] K.B. Davis, M.-O. Mewes, M.R. Andrews, N.J. van Druten, D.S. Durfee, D.M. Kurn, and W. Ketterle, Phys. Rev. Lett. 75, 3969 (1995).
[3] C.C. Bradley, C.A. Sackett, J.J. Tollett, and R.G. Hulet, Phys. Rev. Lett. 75, 1687 (1995).
[4] D.G. Fried, T.C. Killian, L. Willmann, D. Landhuis, S.C. Moss, D. Kleppner, and T.J. Greytak, Phys. Rev. Lett. 81, 3811 (1999).
[5] F. Dalfovo, S. Giorgini, L.P. Pitaevskii, and S. Stringari, Rev. Mod. Phys. 71, 463 (1999).
[6] V.M. Perez-Garcia, H. Michinel, and H. Herrero, Phys. Rev. A 57, 3837 (1998).
[7] S. Burger, K. Bongs, S. Dettmer, W. Ertmer, and K. Sengstock, Phys. Rev. Lett. 83, 5198 (1999).
[8] B.M. Caradoc-Davies, R.J. Ballagh, and K. Burnett, Phys. Rev. Lett. 83, 895 (1999).
[9] E.A. Ostrovskaya, Yu.S. Kivshar, M. Lisak, B. Hall, F. Cattani, and D. Anderson, Phys. Rev. A 61, 31601(R) (2000).
[10] P.V. Elyutin and A.N. Rogovenko, Phys. Rev. E 63, 026610 (2001).
[11] F.Kh. Abdullaev and R.A. Kraenkel, Phys. Rev. A 62, 023613 (2000).
[12] C.C. Bradley, C.A. Sackett, and R.G. Hulet, Phys. Rev. Lett. 78, 985 (1997).
[13] S.L. Cornish, N.R. Claussen, J.L. Roberts, E.A. Cornell, and C.E. Wieman, Phys. Rev. Lett. 85, 1795 (2000).
[14] M.J. Ablowitz and H. Segur, Solitons and the Inverse Scattering Transform (SIAM, Philadelphia, 1981).
[15] K.A. Gorshkov and L.A. Ostrovsky, Physica D 3, 428 (1981).
[16] A.V. Buryak and V.V. Steblina, J. Opt. Soc. Am. B 16, 245 (1999).
[17] D.J. Kaup, Phys. Rev. A 42, 5689 (1990).
[18] However it was shown [ L.D. Carr et al., Phys. Rev. A 62, 063611 (2000)] that multi-soliton complexes of the one-
dimensional Gross-Pitaevskii equation exist for the case of periodic boundary conditions.
[19] D.J. Kaup, Phys. Rev. A 44, 4582 (1991).
[20] L.F. Mollenauer, J.P. Gordon, and M.N. Islam, IEEE J. Quantum Electron. QE-22, 157 (1986).
[21] N.N. Akhmediev et al., Kvant. Electron. 16, 1925 (1989) [ Sov. J. Quantum Electron. 19, 1240 (1989)].
[22] A.V. Buryak and N.N. Akhmediev, Phys. Rev. E 50, 3126 (1994).
[23] J.A. Besley, P.D. Miller, and N.N. Akhmediev, Phys. Rev. E 61, 7121 (2000).
[24] M. Henon and C. Heiles, Astron. J. 69, 73 (1964).
[25] N.D. Whelan, D.A. Goodings, and J.K. Cannizzo, Phys. Rev. A 42, 742 (1990).
[26] J. Hoffnagle, R.G. DeVoe, L. Reyma, and R.G. Brewer, Phys. Rev. Lett. 61, 255 (1988).
[27] J. Hoffnagle and R.G. Brewer, Phys. Rev. A 50, 4157 (1994).
[28] J.L. Shen, H.W. Yin, J.H. Dai, and H.J. Zhang, Phys. Rev. A 55, 2159 (1997).
[29] A.J. Lichtenberg and M.A. Lieberman, Regular and Chaotic Dynamics, 2nd ed. (Springer-Verlag, New York, 1992), Sec. 3.4.

